# What makes a good basketball team according to statistical data? Chris Zhu \& Ziyu Zhao Denison University, Professor Zhe Wang 

## Objectives

we will examine the methodology of the ranking and have a more comprehensive viewpoint of how statistical variables affect college basketball teams in the percentage of winning. Also to discover the relationships among variables.

## Introduction

The data is collected from division 1 college basketball teams in the US and has a collection of different statistical values that are collected during games. The dataset covers 353 basketball teams in 27 different conferences and 22 variables. We chose this topic because many people follow college basketball, and basketball teams want to be the best. So through our project we will find what a team needs statistically to be the best division 1 college basketball teams, and to find out how numeric and categorical data affect basketball teams.

## Methodology

First, we conduct Step Akaike Information Criteria fo all variables to see how each of the variable affects the percentage of winning games. We can see the remaining variables, which are more significant to affect the percentage of winning games. Then we check the $p$-value of each remaining variable. We conduct simple linear regression models for variables with $p$-value less than 0.05 . Also run correlation tests and $t$-test for the variables.

Then we use the ANOVA test to compare the group mean among remaining variables.





We also use the ggplot to show the relationship between ADJDE(Adjusted defensive efficiency)and winning percentage.


## Results

Through the linear regression models and $t$-test results, we find the 14 out of 22 variables are significant for a team to win games and 12 of them with $p$-value less than 0.05 . Linear regression models indicate how much remaining variables affect the percentage of winning games. Adjusted defensive efficiency and percentage of winning games are highly correlated and have a normal distribution. Residual vs Fitted plot indicates that the residuals and the fitted values are uncorrelated, as they should be in a homoscedastic linear model with normally distributed errors. Fitted values vs standardized residuals plot also shows there is no correlation between variables QQ plot suggests this is a near normal distribution.

## Conclusion

We can include that 12 out of 22 variables are statically significant and have significant impact on the percentage of winning. And the 12 variables are the most important to form a good basketball team. The pvalue and standard error are fairly small, so we can trust the results. Residual vs Fitted and fitted values vs standardized residuals plot makes sure variables do not affect each other to ensure the accuracy of the model.
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